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Abstract

Large Language Models (LLMs) have exploded a new heatwave of AI, for their
ability to engage end-users in human-level conversations with detailed and ar-
ticulate answers across many knowledge domains. In response to their fast
adoption in many industrial applications, this survey concerns their safety and
trustworthiness. First, we review known vulnerabilities of the LLMs, categoris-
ing them into inherent issues, intended attacks, and unintended bugs. Then, we
consider if and how the Verification and Validation (V&V) techniques, which
have been widely developed for traditional software and deep learning models
such as convolutional neural networks, can be integrated and further extended
throughout the lifecycle of the LLMs to provide rigorous analysis to the safety
and trustworthiness of LLMs and their applications. Specifically, we consider
four complementary techniques: falsification and evaluation, verification, run-
time monitoring, and ethical use. Considering the fast development of LLMs,
this survey does not intend to be complete (although it includes 300 references),
especially when it comes to the applications of LLMs in various domains, but
rather a collection of organised literature reviews and discussions to support the
quick understanding of the safety and trustworthiness issues from the perspec-
tive of V&V.
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