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Abstract

The field of artificial intelligence (AI) has experi-
enced remarkable progress in recent years, driven by the
widespread adoption of open-source machine learning mod-
els in both research and industry. Considering the resource-
intensive nature of training on vast datasets, many applica-
tions opt for models that have already been trained. Hence,
a small number of key players undertake the responsibility
of training and publicly releasing large pre-trained models,
providing a crucial foundation for a wide range of appli-
cations. However, the adoption of these open-source mod-
els carries inherent privacy and security risks that are often
overlooked. To provide a concrete example, an inconspic-
uous model may conceal hidden functionalities that, when
triggered by specific input patterns, can manipulate the be-
havior of the system, such as instructing self-driving cars to
ignore the presence of other vehicles. The implications of
successful privacy and security attacks encompass a broad
spectrum, ranging from relatively minor damage like ser-
vice interruptions to highly alarming scenarios, including
physical harm or the exposure of sensitive user data. In
this work, we present a comprehensive overview of com-
mon privacy and security threats associated with the use of
open-source models. By raising awareness of these dan-
gers, we strive to promote the responsible and secure use of
AI systems.
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Figure 1: A basic deep neural network designed for facial
recognition, capable of predicting corresponding identities,
e.g., the German Chancellor Olaf Scholz. Given a specific
input, the model computes a prediction vector, assigning
probabilities to each distinct class. The final prediction is
determined by the class with the highest probability. This
model serves as an example for the attacks we discuss.

1 Introduction

With the increase of compute capability, big models are
trained on a huge amount of data, often scraped from the
public internet. Open-source models are often used as a ba-
sis for downstream tasks. As an example, the popular text-
to-image model Stable Diffusion uses the pre-trained text
encoder from CLIP [36], a pre-trained multi-modal model,
to process input texts.

While some large-scale models are completely closed-
source, such as OpenAI’s GPT-3 [3] or Google’s Bard [49],
and are only accessible through an API, many other mod-
els are available as open-source models, usually includ-
ing the code to train the model and the parameters of al-
ready trained models. Examples of such open-source mod-
els are BLOOM [41], OpenLLaMA [16], LLaMA [50],
LLaMA 2 [51], OpenCLIP [24] and Stable Diffusion [37],



and a group of companies, including GitHub, Hugging
Face, Creative Commons, and others, are calling for more
open-source support in the Forthcoming EU AI Act [13].
While most open-source available models are trained on
public data from the internet, information about which ex-
act data was used is not always made public. Still, these
models are deployed in numerous applications and settings.

But not only these big models are made publicly avail-
able. Sites like Hugging Face1, TensorFlow Hub2, or Py-
Torch Hub3 allow users to provide and exchange model
weights trained by the community, made publicly available
to be downloaded by everyone. While this practice has
clearly its upsides, the trustworthiness of such pre-trained
open-source models comes increasingly into focus. Since
the model architecture, weights and the training procedure
are publicly known, malicious adversaries have an advan-
tage when trying to attack these models compared to set-
tings with models kept behind closed doors. Whereas all
attacks presented in this work are also possible to some ex-
tent without full model access and less knowledge about the
specific architecture, they become inherently more difficult
to perform without such information.

Trustworthy machine learning comprises various areas,
including security, safety, and privacy. Safety describes the
robustness against model malfunctions without malicious
external influences. For example, a safe autonomous car
provides reliable driving and transports people unharmed
independent of the environmental conditions like weather.
Security, on the other hand, describes a model’s robustness
against intentional attacks from malicious parties. For in-
stance, an attacker could modify street signs to trigger a
critical system behavior of the car and force a car crash. The
aspect of privacy relates to the access to private information
about the models and their training data. Privacy-preserving
models should not disclose any sensitive information from
the training process to other users and attackers.

In this work, we will give an overview of common pri-
vacy and security threats associated with using open-source
models. In Section 2 and Section 3, we will go over promi-
nent privacy and security attacks. Then we will discuss the
advantages and disadvantages of open-source practices in
machine learning in Section 4, followed by a conclusion in
Section 5.

2 Privacy Attacks on Open-Source Models

In this section, we will go over two most common
privacy attacks, model inversion attacks (cf. Section 2.1
and Section 2.2) and membership inference attacks (cf.
Section 2.3), and demonstrate how publicly releasing the

1https://huggingface.co/
2https://tfhub.dev/
3https://pytorch.org/hub/

Target Model Reconstruction
Generative 

Model

Optimize

Latent 
Vector Original

Figure 2: Model inversion attacks aim to synthesize sam-
ples that reveal sensitive information about the training data,
such as revealing the identity of a person, in this case Olaf
Scholz. The adversary usually employs a generative model,
capable of producing synthetic images from a latent input
vector. This latent vector is then optimized using the target
model as guidance, with the objective of maximizing the
confidence for a specific class.

model weights might harm user privacy. However, these
attacks can also act as a tool to prevent unauthorized data
usage. In the following, we will discuss both of these
aspects of privacy attacks with regard to open-source
models.

2.1 Model Inversion Attacks

Model inversion and reconstruction attacks have the goal
of extracting sensitive information about the training data of
an already trained model, e.g., by reconstructing images dis-
closing sensitive attributes [45, 54, 11, 59, 14, 47] or gener-
ating text with private information contained in the training
data [6, 35]. Fig. 2 provides a simple example of a success-
ful inversion attack.

For model inversion attack, it is usually assumed that the
attacker has full access to the model and its parameters and
also some generative model to generate samples from the
training data domain. Generative models, in this case usu-
ally GANs [17, 27], are able to synthesize high-quality im-
ages from randomly sampled vectors, the so-called latent
vectors. The generative model then acts as a prior to guide
the optimization process and to generate images containing
the sensitive features from the training data. Usually, the
output value of a specific class of the model is maximized
through an optimization process in which the latent vector
of the generative model is altered. Even though, model in-
version attacks are often applied to classification models, by
altering the loss function of the optimization process these
attacks can also be applied to models of other use cases.
As an attacker has full access to the open-source models,
model inversion attacks are a genuine threat to the privacy
of the training data. Imagine an open-source model trained
to classify facial features like hair or eye color. An adver-
sary successfully performing a model inversion attack could
then generate synthetic facial images that reveal the identity
of individuals from the training data.
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2.2 Information Leakage by Memorization

Closely related to model inversion attacks is the issue of
data leakage through unintended memorization. The dis-
tinction lies in the adversary’s intent: in a model inversion
attack, the adversary actively seeks to reconstruct model in-
puts, whereas leakage by memorization can occur inciden-
tally, especially when interacting with generative models.
These generative models encompass vast language models
like the LLaMA family [50, 51], along with image genera-
tion models like Stable Diffusion [37].

Generative language models, for instance, predict subse-
quent words when given a text input. For example, with the
input sentence ”the capital city of France is,” a model might
confidently predict ”Paris.” However, unintended leakage
can happen when the model generates text containing pri-
vate information from its training data that should not be
disclosed as part of its prediction. For instance, the model
might inadvertently complete the query ”My social security
number” with a real social security number that was present
in the model’s training data.

Since recent language models are trained on vast
amounts of data scraped from various sources across the
internet, it is highly probable that some private information
will inadvertently become part of the model’s training data.
This highlights the importance of addressing and mitigating
the risk of unintended data leakage, especially when deal-
ing with generative models that have access to potentially
sensitive information. In addition to accidental occurrences
of memory leakage, there is also a concern that malicious
users could deliberately craft queries that facilitate this kind
of leakage [5, 32]. This risk applies not only to open-source
generative language models like LLaMA, but also to non-
public models that offer only API access, potentially com-
promising individuals’ privacy by generating texts contain-
ing sensitive information.

Likewise, similar concerns extend to image synthesis
models, which have been found to reconstruct samples from
their training data [52, 8, 44]. Such capabilities could po-
tentially lead to legal issues if the generated content is un-
der copyright protection. To address these challenges, it is
crucial to implement robust privacy measures and security
mechanisms in both language and image synthesis mod-
els, safeguarding against unintended data leakage and po-
tential misuse of generated content. Proactive steps should
be taken to mitigate the risks posed by both accidental and
malicious attempts to exploit model vulnerabilities.

2.3 Membership Inference Attacks

While inversion and data leakage attacks try to infer in-
formation about the training data by reconstructing parts of
it, membership inference attacks [43, 21, 29, 12, 7, 57, 40],
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Figure 3: Membership Inference Attacks seek to determine
whether a specific sample was part of a model’s training
data. These attacks commonly exploit that models tend to
behave differently on inputs they have been trained on com-
pared to unseen inputs.

as another type of privacy attack, try to infer which data
samples have been used for training a model. Fig. 3 illus-
trates a simple example. In this scenario, the attacker has
some data samples and wants to check whether this data
was used for training a particular model. We will give a
short example, to see why such a successful attack is a se-
rious threat to privacy. Imagine that a hospital is training a
machine learning model on the medical data of the hospi-
tal patients, to predict whether future patients have cancer.
An attacker gains access to the model and has a set of pri-
vate data samples. The adversary tries to infer whether the
data of a person was used for training the cancer prediction
model. If the attack is successful, the attacker knows not
only that the person had or has cancer, but also was once a
patient in that hospital. In the traditional setting of member-
ship inference attacks, the attacker is interested in predicting
whether a specific sample was present in the training data,
i.e., a particular image or text. Related recent work such
as from Hintersdorf et al. [22] or Li et al. [28] tries to in-
fer if some data of a person was used for training without
focussing on a particular data sample.

Having full access to an open-source model makes mem-
bership inference attacks more feasible in comparison to
models kept behind APIs. This is because the attacker can
observe the intermediate activations of every input, mak-
ing it easier to infer membership. As a result, open-source
models can leak sensitive information about the data used
for training. More importantly, this information about the
training data is permanently encoded in the model weights.
If private information is deleted from public websites, it is
usually not publicly accessible anymore. However, if the
model has been trained on this data, it still contains infor-
mation about the data and can leak it to malicious users.
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2.4 Privacy Attacks to Enforce Rights

Until now, we have only presented possible negative im-
pacts of privacy attacks. However, there is also a positive
side to open-source models being susceptible to these at-
tacks. While these privacy attacks can leak possibly sen-
sitive information to an attacker, they can also be used to
prove unauthorized use of data. As a result, these attacks
can be used to enforce privacy and copyright laws [22].
Take for example the lawsuit of the stock image supplier
Getty Images against Stability AI over copyright infringe-
ment. Getty Images accuses Stability AI of unlawfully
using stock images for training their text-to-image model
without having acquired a license to use the images [26, 53].
Privacy attacks like model inversion, membership inference
or memorization leakage attacks could be one way to prove
that these images were illegally used for training. Another
example is that users can use these privacy attacks to prove
that a company has trained a model on their potentially pri-
vate data without permission, as shown by Hintersdorf et al.
[22]. Combined with techniques to delete specific knowl-
edge from the models [15, 58] or machine unlearning [1],
these attacks offer a way to enforce the protection of user
privacy.

3 Security Attacks on Open-Source Models

In this section, we show common security attacks against
machine learning models. We will showcase two of the
most prominent attack types, namely backdoor attacks (cf.
Section 3.1 and adversarial examples (cf. Section 3.2).

3.1 Data Poisoning and Backdoor Attacks

Open-source models undergo training on vast datasets,
often comprising millions or even billions of data samples.
Due to this massive scale, human data inspection is not fea-
sible in any way, necessitating a reliance on the integrity
of these datasets. However, previous research has revealed
that adding a small set of manipulated data to a model’s
training data can significantly influence its behavior. This
dataset manipulation is referred to as data poisoning and
for numerous applications, manipulating less than 10% of
the available data is sufficient to make the model learn some
additional, hidden functionalities.

Such hidden functionalities are called backdoors [19, 38]
and they are activated when the model input during in-
ference includes a specific trigger pattern. Fig. 4 demon-
strates a practical backdoor attack. For instance, in the case
of image classification, trigger patterns may involve cer-
tain color patterns placed in the corner of an image, e.g.,
a checkerboard pattern. A common backdoor strategy in-
volves adding a small set of samples into the training data
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Figure 4: Backdoor attacks involve injecting a limited num-
ber of poisoned samples into a model’s training data, aiming
to inject a hidden model functionality, such as always pre-
dicting a specific class. During inference, this hidden be-
havior can be activated by inputs containing a pre-defined
trigger, as illustrated in this example by a white square.

that contains both the trigger pattern and a target label from
a particular class. During training, the model learns to as-
sociate the trigger pattern with the specified target class,
thereby predicting the target class for each input that con-
tains the trigger pattern. At the same time, the model’s per-
formance on clean inputs should not degrade noticeably to
ensure the attack’s stealthiness.

Detecting this type of model manipulation is challenging
for users since the models appear to function as expected
on clean inputs. However, when the hidden backdoor func-
tion is activated, the model behaves as the attacker intended.
A notable example are the text-to-image synthesis models,
renowned for their ability to generate high-quality images
based on textual descriptions provided by users. Neverthe-
less, Struppek et al. [48] have shown that small manipula-
tions to the model are sufficient to inject backdoors that can
be triggered by single characters or words. Once activated,
these backdoors might force the generation of harmful or
offensive content, posing serious risks to users. Depending
on an individual’s background, exposure to such generated
content could cause mental harm and distress.

Backdoor and poisoning attacks have become prevalent
across various machine learning domains, for example, im-
age classification, self-supervised learning [4, 39], transfer
learning [56], graph neural networks [55, 60] and federated
learning [61, 42]. There already exist various approaches
to detect poisoned samples in the training data or triggers
in the inputs. However, it is unclear if the training data
of open-source models has been checked for poisoned data
samples with existing approaches. Even if such inspections
were conducted, providing an absolute guarantee that pub-
licly available models are devoid of hidden backdoors re-
mains challenging. The complexity and diversity of these
attacks make it difficult to ensure complete protection.
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Figure 5: Adversarial examples are crafted by adding a
small amount of fine-tuned noise to the input, which results
in misleading predictions by the model. This adversarial
noise is computed to alter the trained model’s prediction in
a specific manner. In many cases, the changes to the input
are barely perceptible to humans, making it challenging to
detect these manipulations.

3.2 Adversarial Examples

In addition to poisoning attacks that manipulate the train-
ing process to introduce hidden backdoor functions into a
model, another category of security attacks targets models
solely during inference. Known as adversarial examples or
evasion attacks [18], these are slightly modified model in-
puts crafted with the intention of altering the model’s be-
havior for the given input. Consequently, these adversarial
examples can be employed to bypass a model’s detection
and cause misclassification of samples. Fig. 5 illustrates
a simple adversarial example. Among various security re-
search subjects, adversarial examples stand out as the most
extensively studied class of attacks, with numerous papers,
amounting to several thousand, delving into this topic.

In computer vision tasks, the attacker computes a unique
noise pattern tailored to a specific input, which is then added
to the image to disrupt the model’s prediction. Remark-
ably, even minor changes in the input, hardly noticeable
to the human eye, can drastically impact the model’s be-
havior. Numerous discussions have arisen concerning why
deep learning architectures and other algorithms are sus-
ceptible to such subtle input changes. One plausible expla-
nation lies in the models’ dependence on non-robust input
features that might not appear informative from a human
standpoint. However, during training, these features can be
exploited to solve the specific training task effectively [25].

In practice, adversarial examples are hard to detect by the
human eye, rendering them especially dangerous in safety-
critical applications. For instance, automatic content detec-
tion systems may be susceptible to evasion by images con-
taining adversarial perturbations. This vulnerability extends
to critical applications such as detecting child sexual abuse
material [46] or identifying deepfakes [23]. The potential
consequences of such undetected adversarial inputs empha-
size the need to develop robust defenses against these at-
tacks to ensure the integrity and reliability of machine learn-
ing systems.

Numerous approaches [18, 33] to crafting adversarial ex-
amples leverage white-box model access, allowing them to

compute gradients on the model concerning the current in-
put. This enables the attacker to optimize the adversarial
noise using standard gradient descent approaches. How-
ever, even with restricted access to a model’s prediction
vector [34, 10] or only the predicted label [2, 9], various at-
tack approaches still exist. The fact that open-source model
weights and architectures are publicly available poses a risk,
as adversaries can exploit the model locally and then use the
crafted adversarial examples to deceive the targeted model.
This highlights the importance of robust defense mecha-
nisms to safeguard against such adversarial attacks, espe-
cially in scenarios when dealing with publicly accessible
models.

4 Discussion

While we have shown that publishing models as open-
source has clearly disadvantages, there are also upsides to
make models publicly available for everyone. In the follow-
ing, we provide a discussion on both perspectives. Open-
source machine learning models continue to be an important
resource for the AI community despite these difficulties. By
implementing best practices for model usage, performing
security audits, and encouraging community cooperation to
proactively solve security and privacy issues, risks can be
reduced. Additionally, promoting responsible vulnerability
disclosure can assist in preserving the security and depend-
ability of open-source projects.

+ – Data Privacy Concerns: Models trained on large
datasets might inadvertently contain sensitive information,
like personally identifiable information, medical data, or
other sensitive details, posing privacy risks if not handled
carefully. The models may inadvertently memorize or en-
code this information into its parameters during training.
This can pose serious privacy risks when models are de-
ployed in real-world applications. Samples from the train-
ing data could potentially be extracted through methods like
model inversion attacks, allowing attackers to infer sensitive
details about individuals whose data was used for training.

+ – Vulnerability Exposure: Since open-source models are
accessible to everyone, including malicious actors, vulner-
abilities can be more easily exposed, potentially leading to
strong attacks. Open-source models might become primary
targets for adversarial attacks and evasion attacks. Mali-
cious actors can study the model’s architecture, parameters,
and training data to develop sophisticated attacks aimed at
manipulating or compromising the model’s behavior.

+ – Lack of Regulatory Compliance & License Issues:
Depending on the context of use, certain industries and ap-
plications might require compliance with specific security
and privacy regulations. Using open-source models may
complicate compliance efforts, especially if the model is
not designed with these regulations in mind. Depending on
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the open-source license, some models may require users to
disclose their modifications or share derived works, which
could raise concerns about proprietary information. It is
also an open question to which extent generative models can
commit copyright infringement. Since parts of the training
data may underlay copyright regulations, the generated data
might also incorporate parts of it and, therefore, fall under
copyright law.

+ – Zero-Day Vulnerabilities: Open-source models can be
susceptible to poisoning and backdoor attacks, where ad-
versarial actors inject malicious data into the training set to
manipulate the model’s behavior. Many open-source mod-
els are published without their training data available. This
makes it hard to check the integrity of the data and avoid
model tampering of any kind. In practice, injected back-
doors are hard to detect and may stay hidden until activated
by a pre-defined trigger.
+ –Transparency and Auditability: Open-source models
allow users to examine the source code, algorithms, and
sometimes even the data used to build the model. This trans-
parency helps in understanding how the model works and
detecting potential vulnerabilities. This process is called
red-teaming and is usually done by teams of the publishing
companies such as OpenAI, Meta, or Google. In the case
of open-source models, this process of finding and disclos-
ing vulnerabilities can be done by the community in a much
more open and transparent way.
+ –Community and Research Collaborations: Open-
source models encourage collaboration among researchers
and developers. The community can work together to iden-
tify and fix security and privacy issues promptly. Further-
more, with access to novel models and architectures, ex-
isting attack and defense mechanisms can be investigated
in this setting and allow adaptation and adjustments to new
situations.
+ –Customization and Adaptation: With access to the
source code, developers can customize and adapt the model
to suit their specific needs, ensuring it aligns with their se-
curity and privacy requirements. Since the available models
are already trained, fewer data is required to adjust a model
to a novel task or setting. In turn, fewer privacy concerns
are expected from the fine-tuning dataset.
+ –Quality and Peer Review: Popular open-source models
often go through rigorous peer review, enhancing their over-
all quality and reducing the chances of major security or
privacy flaws. It also includes investigations of independent
research groups, offering new perspectives and insights.
+ –Faster Development and Innovation: Building on
top of existing open-source models can significantly speed
up development efforts, enabling rapid innovation and re-
search. This also includes the investigation of potential se-
curity vulnerabilities and corresponding defense and miti-
gation mechanisms.

5 Conclusion

In conclusion, we have highlighted and discussed the
vulnerabilities of open-source models concerning security
and privacy attacks, which are expected to pose a greater
risk compared to closed-source models. The public access
to model weights can significantly facilitate privacy attacks
like inversion or membership inference, particularly when
the training set remains private. Similarly, security attacks
aimed at compromising model robustness can be executed
by manipulating the training data to introduce hidden back-
door functionalities or crafting adversarial examples to ma-
nipulate inference outcomes. These risks not only impact
the published model itself, but also extend to applications
and systems that incorporate this model.

Despite these identified risks, it is important to acknowl-
edge the numerous advantages that open-source machine
learning offers. The practice of publishing models, source
code, and potentially even data can support widespread
adoption, foster transparency, and encourage innovation.
We recognize the need for users and publishers to be aware
of the inherent risks associated with open-source practices.
However, particularly in the case of publishing large mod-
els, such as large language and text-to-image synthesis
models, we firmly believe that the benefits outweigh the
drawbacks. As such, we encourage developers to con-
tinue embracing open-source approaches, thereby promot-
ing transparency, driving further research, and fostering in-
novation in the field of machine learning.
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