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The intersection of (deep) reinforcement learning ((D)RL) and Verification is
obvious: the foundational concept of deep reinforcement learning are Markov decision
processes (MDPs) [8], a model also commonly used in the Verification community [2].

However, training RL agents for benchmarks commonly used in the Verification
community comes with specific challenges that must be solved in order to use RL to
reliably resolve nondeterminism.

Terminal-Only Reward. Training an RL agent to fulfill an arbitrary property yields
an extremely sparse reward structure: positive when the goal is reached and zero
elsewhere. Thus, a non-zero reward is only observed at the end of each episode,
when a terminal state is reached. RL algorithms perform poorly when rewards are
sparse [1,7], and this even harder setting institutes a challenge.

Undiscounted Objectives. Objectives originating from Verification may be unbounded
or bounded with respect to time, but they typically do not measure how fast a goal
condition was met [3,2]. For instance, consider the goal reachability probability. The
objective is to maximize the probability of reaching the goal states, regardless of the
number of steps taken to reach the goal.

In RL, it is common to use a discount factor γ ∈ (0, 1) that is multiplied with
each future reward, exponentially decreasing the weight of rewards the further they
are in the future. Thus, short term rewards are more important and the RL agent
is encouraged to reach the goal as soon as possible [8].

While using a discount factor of γ = 1 is permissible, it can introduce issues such
as catastrophic forgetting or inhibit the agent from learning the task altogether

To utilize RL as a strategy to resolve nondeterminism in Verification benchmarks,
these problems when using γ = 1 must be resolved.

Large Action Spaces. Common RL benchmarks can widely be controlled by a video
game controller [5,6]. This clearly limits the action space.

However, the number of actions1 occurring in the MDPs typically used in the
Verification community is immense, significantly larger than the number of actions
that can be represented by a video game controller [4].

Handling these large action spaces constitutes the third challenge.
In our work, we analyze the effects of the three stated challenges. We present

how these issues are commonly handled and further present our attempts to tackle
these challenges.

1 From the Verification perspective, it might not even be obvious, what an action is: the
label or the transition.
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