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Abstract. The traditional record-based approach to the description of
Cultural Heritage is nowadays obsolete. It is unable to properly handle
complex descriptions and it cannot support advanced functions provided
by Artificial Intelligence techniques for helping practitioners, scholars,
researchers and end-users in carrying out their tasks. A graph-based,
semantic approach is needed, such as that provided by Semantic Web
solutions. Also, a ‘holistic’ description approach is needed, that includes
and inter-connects all branches and types of Cultural Heritage, and that
is not limited to describing just the formal metadata of cultural objects,
but can deal with their content, physicality, context and lifecycle, as
well. The GraphBRAIN framework and technology for Knowledge Graph
management enforces all these ideas and enjoys improved efficiency, ex-
pressiveness, and flexibility thanks to the the use of the LPG model for
knowledge representation. This paper describes GraphBRAIN and its
application to several Cultural Heritage-related fields, including digital
libraries, archives and museums, history of computing, and tourism as a
way to boost fruition of these items.

Keywords: Semantic Web · Knowledge graph · Knowledge representa-
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1 Introduction & Motivations

For many good reasons, description of Cultural Heritage (CH) items has tradi-
tionally been organized in the form of records with a fixed number of pre-defined
fields. These fields were organized around a set of metadata mostly oriented to
describing the formal aspects of the items. This choice made perfect sense based
on the technology available in the past, and to the descriptions being thought
specifically for use by experts (practitioners and researchers). The landscape has
now changed in both perspectives. Digital technologies provide representational
and computational support much more advanced and complex than what was
possible when using paper cards. Also, there is a trend in the last decades to-
ward opening CH to the wider public, which are often enthusiasts or curious,
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without any technical skill in cataloging and with an immensely broader range
of motivations, interests, goals, backgrounds, preferences, etc.

One of the drawbacks of legacy approaches to cataloging and description of
CH is that a different record structure, with different sets of fields, was defined
for different kinds of CH. Just to mention the most prominent ones, we may
think of Libraries, Archives and Museums (the so-called LAM). First of all, this
specialization requires new description standards when new kinds of CH items
are approached (e.g., new standards have been issued for the description of scien-
tific instruments, or for electronic instruments, after realizing that the standard
records for museum items were totally unable to capture their fundamental pecu-
liarities). The Central Institute for Cataloging and Documentation (ICCU) of the
Italian Ministry of Culture currently provides for 4 areas of protection (archaeo-
logical, architectural and landscape, demo-ethno-anthropological and historical-
artistic), and defined 9 different catalog cards organized according to the different
subject areas: archaeological heritage, architectural and landscape goods, demo-
ethno-anthropological goods, photographic heritage, musical goods, naturalistic
goods, numismatic goods, scientific and technological goods, historical and artis-
tic goods (http://iccd.beniculturali.it/it/settoridisciplinari). Still,
this is insufficient: the card for scientific and technological goods, while fitting
standard equipment, is totally unable to capture the complexity of, e.g., the com-
puting domain, especially from its historical perspective, that is of utmost inter-
est for CH [13]. The landscape, and other kinds of immaterial CH, are progres-
sively attracting attention, both for preservation and for economic exploitment
purposes. And new branches and needs will continuously arise as technology and
society develop.

Secondly, a consequence of having different description standards means that
the various subject areas follow their own way, making it difficult to make them
converge, while the CH field is obviously a coherent whole (e.g., archive docu-
ments describe the history of museum items, whose interpretation is reported
in scholarly books). A solution is needed that can be applied to CH as a whole,
while still keeping the specificities of each of its branches, and that is flexible,
so as to allow easy extension and variation to cover new or changed needs of
the field. Even more, we think that this solution should go beyond the pure and
traditional focus on formal CH metadata, also including all knowledge that is
non-strictly related to the single items, or even to CH in general, but that can
provide precious ‘glue’ to connect and inter-relate them, opening new possibili-
ties for their understanding, management and exploitation. We strongly believe
that such a unified framework will boost the field, providing immense expansion
opportunities and unprecedented support to all the stakeholders (practitioners,
researchers, scholars, enthusiasts, tourists, end-users), also thanks to the use of
state-of-the-art Artificial Intelligence (AI) solutions.

Initially, the legacy approach to description and cataloging has been simply
ported to digital as-is. Then, after realizing the flexibility that digital solutions
could provide, it was expanded, but still centered onto the record-based ap-
proach, just providing for many more fields, structuring them, and making most
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of them optional, as in the MARC series of standards. Instead, a much better
representational option to overcome the limitations of record-based descriptions
is the graph model. Basically, it consists of nodes, typically representing objects,
and arcs, representing associations between pairs of objects. The most outstand-
ing advantage of graphs is their very intuitive interpretation by humans, and
ubiquitous use in everyday life, while having a mathematical definition allowing
to build a whole formal theory on them. In fact, graphs have been chosen as
the basic structure for research in the Knowledge Representation and Reasoning
(KRR) branch of AI. KRR investigates how to represent, store and manipulate
knowledge, in so-called Knowledge Bases (KBs). More specifically, when KBs
are based on graph representations, they are called Knowledge Graphs (KGs).
KBs/KGs typically include two components: the ontology, defining what can be
represented, how, and what are its properties and behavior; and the instances,
i.e., the actual data. The former provides meaning to the latter, and allows dif-
ferent entities or systems to interoperate, by assigning the very same meaning to
the same concepts and objects. For this reason, this approach has been adopted
by the Semantic Web (SW), that developed its own standards, formalisms and
storage solutions.

In this paper we propose a KG-based, SW-like approach to CH description
and manipulation. Still, we propose to depart from the SW, and pursue its same
objectives but starting from a database (DB) perspective, as traditional in the
field of CH description. This would allow to take advantage of the efficiency
and scalability of the latter, while ensuring semantics and interoperability as in
the former. In fact, modern DB solutions are available that rely on the graph
model, just like SW ones. To support our vision we developed a framework
and platform called GraphBRAIN. It uses technology from the DB community
for storing instances, and superimposes ontologies that, on the DB side, are
interpreted as data schemas, while, on the outer world, enable application of
many AI techniques that can support advanced tasks for the final users of the
knowledge. Among others, GraphBRAIN was applied to the field of CH, and
to several branches thereof. Here we will provide an overall account of these
applications, to show the power of our solution and its potential.

The rest of this paper is organized as follows. After discussing related work
in the next section, we summarize the GraphBRAIN framework in Section 3,
and review its applications to the CH domain in Section 4. Finally, Section 5
concludes the work and outlines future work issues.

2 Related Work

In this section we will explore two different but equally important aspects of
related work on KGs for CH, namely the existing KBs and interfaces.

2.1 Knowledge Bases for Cultural Heritage

The development and curation of domain-specific knowledge structures have
traditionally been essential in humanities disciplines [18]. In many cases, these
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structures emerge as an implied research output, e.g., when studying the in-
terrelation between actors and events in a specific historical background. In
other cases, developing a knowledge organization system as such or its compo-
nents is the research effort’s main objective, like developing domain taxonomies,
gazetteers or prosopographic (dictionaries of people or groups of people).

Initiatives such as the Tabula Imperii Romani1 [25], the Tabula Imperii
Byzantine, the Prosopography of the Byzantine World2 or the Treasury of Lives3

have been concerned exclusively, sometimes over a significant timespan, and long
before the digital transformation, with the curation of authoritative data on
places or people within their domain.
Other efforts have focused on porting existing information to digital: Pleiades4

[15], a repository of data pertaining to geographical locations, such as cities, with
relevance to the examination of ancient literature and history; Papyri.info5 [5], a
search engine that seamlessly integrates multiple DBs containing ancient docu-
ments; MANTIS [17], the semantically enriched DB maintained by the American
Numismatic Society6, focused on the comprehensive study of coins from various
historical periods and cultures; Open Context7 [20], a repository encompassing
diverse resources, including archaeological reports; Trismegistos [6], a metadata
platform8 catering to the study of texts from the Ancient World, housing data re-
lated to ancient documents, individuals, and locations; EDH [16], the Epigraphic
Database Heidelberg9, a search tool dedicated to Latin epigraphic data.

The development of classification schemes and authoritative information for
CH requires structured frameworks, rigorous control mechanisms, and a univer-
sally accepted lexicon to foster collaboration. For example, scholarly research
in the humanities exhibits distinct characteristics, particularly in its granular-
ity, as it often delves into highly specialized and niche areas. Also, the creation
of a global KG encompassing CH domains poses significant challenges, due to
the diverse nature of research outcomes, the interpretative aspects inherent in
heritage studies, and the frequent organization of work around the endeavours
of individual scholars or small groups, often supported by time-limited grants.
Nonetheless, the imperative to openly license data and establish connections
between datasets based on shared value vocabularies and metadata elements is
increasingly recognized as crucial within the research community. These efforts
are aimed at facilitating data reuse, enhancing the transparency of scholarly
methodologies, and promoting research outcomes.

This growing emphasis on linked data is reflected not only in the discourse
of digital humanities events, conferences, and educational programs but also in

1 https://tir-for.iec.cat/
2 https://tib.oeaw.ac.at/
3 https://treasuryoflives.org/
4 https://pleiades.stoa.org/
5 http://www.papyri.info/
6 http://numismatics.org/search
7 https://opencontext.org/
8 https://www.trismegistos.org/
9 https://edh-www.adw.uni-heidelberg.de/
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the emergence of community-driven initiatives dedicated to defining common
standards and approaches for interlinking heritage resources. Such initiatives
advocate the idea of cross-domain linkage employing shared name authority files
and recommendations on metadata element use. Crucial to this effort are generic
KGs like DBpedia 10 and Wikidata11.

In this direction, the interest in semantic annotation through formal lan-
guages has also been active in the Semantic Web since its beginning. In [7] the
characteristics of CH are analyzed to identify how ontologies could be used to
improve CH information management. In particular, this paper analyzes the
integration of different schemas using the CIDOC CRM ontology (which has
become an ISO 21127 standard) as a reference. This ontology, used by various
cultural organizations worldwide, was developed from the bottom up by inte-
grating semantic contents of various DB schemas and documentation structures
from all kinds of museum disciplines, archives and libraries. In order to keep
it compact, only a part of the initial concepts and properties were used, thus
making it unsuitable for handling complex scenarios that combine descriptive
and management aspects of CH. To enable semantic interoperability, an OWL
version of this ontology12 is used by the British Museum. It remains, however,
difficult to use in scenarios involving the combination with additional aspects
that might aid fruition of the annotated material.

Worth mentioning for our purposes are two projects of the Italian Ministry
of Culture. Cultural-ON (Cultural ONtology) [21] is an ontology aimed at mod-
eling the data regarding cultural institutes or sites, their contact points, all
multimedia files which describe them, the agents that play a specific role in
them, events that can take place in them, and any other information useful
to the public in order to access them. It is aligned with external ontologies
(FOAF, PROV, schema.org, Dublin Core, etc.). ArCo (Architecture of Knowl-
edge), an ontology for, and a KG of, Italian Cultural Heritage13. It models many
types of cultural properties (including technological heritage), for which it al-
lows to capture details such as elements affixed on cultural properties, copies,
forgeries and other works related to a cultural property, specific surveys, cadas-
tral information, historical locations, the communication medium of intangible
demo-ethno-anthropological heritage, etc. It currently reuses, and is aligned to,
CIDOC-CRM, EDM, Cultural-ON, and OntoPiA. We take inspiration from, and
aim at being aligned with, these works, but we propose to use a different tech-
nology for handling this information, and envision a much broader context to be
described in CH ontologies.

Still from the point of view of using annotations in complex scenarios, [4]
presents an ontology-based approach to improve data retrieval by expert users
in the CH field, e.g, archaeologists, art historians, geologists, etc. It proposes an
advanced architecture with semantic search capability that can transform a vast

10 https://www.dbpedia.org
11 https://www.wikidata.org
12 http://erlangen-crm.org/current
13 http://dati.beniculturali.it/



6 Ferilli S. et al.

amount of data into linked concepts for easy information comparison. All con-
cepts are mapped onto elements of the ArCo ontology [3], and a semantic query
layer allows to execute SPARQL queries (based on simple pattern matching, not
on Description Logic reasoning). A mapping between ICCU (the Italian Central
Institute for a Unique Catalog) and ArCo is proposed so that SPARQL queries
can be run on ArCo to search information in ICCU records. However, as reported
in the article, the mapping is partial, and therefore some information would not
be found unless ArCo is extended. In contrast, our approach can generate the
OWL classes and properties needed for a more complete coverage of SPARQL
queries, and can also use several types of reasoning, including those provided by
standard Semantic Web reasoners.

Linked datasets of libraries or museums have been gaining traction as an
interconnecting spine through which community-specific datasets can build out-
bound links to contribute to a global graph (e.g. the Virtual International Au-
thority File14; the Getty Thesaurus of Geographic Names15; the Getty Art and
Architecture Thesaurus16).

2.2 Creating and Managing Graph Data Model

In this section, we will explore the current landscape of platforms dedicated to
creating, managing, and visualizing the models that make up Knowledge Graphs.
These tools, including those for data visualization, schemas, and ontologies, pro-
vide users with a comprehensive overview of the underlying data structure [1].

TopBraid Composer 17 , serves as an ontology editing tool with visualization
capabilities as an additional feature. The visualization approach draws inspira-
tion from UML and offers horizontal and vertical tree layouts, accompanied by
a traditional indented list view. This visualization represents classes and prop-
erties as nodes connected by directional edges labelled with their corresponding
predicate names. Notably, this visualization operates at the RDF level, treating
owl:Class as a distinct node and linking each class to it through an rdf:type edge.

WebVOWL [22] is an online application designed to offer user-friendly visual
representations of ontologies, supporting exploration and allowing its users to
engage with and personalize ontology visualizations. It must strictly adhere to
the Visual Notation for OWL Ontologies (VOWL) to construct graphical depic-
tions of OWL components. VOWL visualizations are automatically generated
from JSON files, requiring the conversion of ontologies into JSON format, car-
ried out by the provided Java-based OWL2VOWL converter. The force-directed
graph layout relies on a physics simulation, resulting in dynamic animations that
continually adjust node positions.

Ontodia 18 [24] is a web-based tool tailored for visualizing ontologies and
semantic datasets. It employs a 2D node-link visualization approach and incor-

14 https://viaf.org
15 https://www.getty.edu/research/tools/vocabularies/tgn/
16 https://www.getty.edu/research/tools/vocabularies/aat/
17 https://www.w3.org/wiki/TopBraid
18 https://github.com/metaphacts/ontodia
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porates UML-inspired techniques to convey supplementary information about
nodes. Users can choose between force-directed and grid layouts, and there’s a
hierarchical relationships view for displaying parent-child connections in a tree
format. This tool provides flexibility through drag-and-drop functionality, al-
lowing users to customize views by rearranging elements, removing nodes, and
toggling links.

The Arca system [2] seamlessly links unstructured content with concepts
within a knowledge graph (KG). This integration empowers users to perform
intricate data queries and visualize the rich web of semantic connections that
bridge concepts and documents.

2.3 Our proposal

In this context, we introduce an approach that addresses the challenges asso-
ciated with creating and managing ontologies in diverse domains, ultimately
enriching the field of CH. Our proposal revolves around harnessing the power of
GraphBRAIN, a versatile framework that transcends domain boundaries. Graph-
BRAIN is poised to revolutionize the ontology development and maintenance
process, offering a robust solution for establishing and nurturing knowledge
structures that amplify the preservation and exploration of CH. SKATEBOARD,
serving as a GraphBRAIN interface, represents a pivotal advancement in the
realm of semantic data visualization and exploration. With its multifaceted vi-
sualizations, user-friendly interface, and collaborative features, SKATEBOARD
provides added value to researchers, data scientists, and knowledge profession-
als aiming to unlock the full potential of semantic knowledge graphs and derive
actionable insights from complex data structures.

3 The GraphBRAIN Framework

GraphBRAIN [14, 11] is a framework developed to cover all tasks in KG manage-
ment and exploitation based on the combination of leading graph DB technol-
ogy for instance storage and ontologies for schema description. From the former
it draws efficiency and a wide library of data analysis tools; from the latter
it draws semantic power, interoperability and the possibility of plugging auto-
mated reasoning facilities. Differently from standard Semantic Web approaches,
based on the simple atomic triples provided by the RDF model, it is based
on the LPG model, allowing labels and attributes on both graph nodes and
arcs. This enhances its expressiveness, readability and compactness. As typical
in traditional relational DBs, and differently from the Semantic Web approach,
GraphBRAIN keeps apart the schema/ontology, described in a GBS file, from
the data/instances, stored in the DB.

GraphBRAIN ontologies can be defined using an XML-based formalism based
on the features of LPGs. It is organized in different sections that allow to: import
existing ontologies in order to expand them; define new datatypes in the form of
lists or trees of values; define a hierarchy of entities with their attributes; define
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Fig. 1. Ontology and Instance in GraphBRAIN KG

a hierarchy of relationships with properties (simmetricity, transitivity, function-
ality, etc.) and their attributes; define axioms in the form of logic formulas that
must be verified by the instances in the KG. The basic datatypes provided by
GraphBRAIN are: boolean, integer, real, string, text. Ontologies can be com-
bined using the import section provided that they are compliant to each other,
i.e., basically, that their hierarchies of entities are not inconsistent (a class C ′ is
a superclass of class C ′′ in one ontology, while class C ′′ is a superclass of C ′ in
the other) and that their attributes are, too (the same attribute in different on-
tologies must be of the same type). Two ontological components are considered
as the same if they have the same name.

The instances handled by GraphBRAIN are stored in a single graph, using
the Neo4j graph DB [27]. Since Neo4j is schemaless, the ontology acts as the
schema to determine what information can be stored in the graph, and how. Still,
different ontologies may be applied to the same graph, providing different views
on the data. The single-graph approach is fundamental for our purposes: even
if not visible when using an ontology for accessing the graph, the information
associated to other ontologies is still there and may allow indirect connections
among the items of the current ontology, that would otherwise be unknown.

Figure 1 shows an ontology as seen in the GraphBRAIN Web Application
interface (top-left), a portion of the instances in the KG at various levels of zoom
(bottom), and the browsing interface SKATEBOARD (top-right). The starting
nodes to extract the subgraph are those listed in the table on the left of the
bottom-left image and highlighted with a thick border in the graph.

While mainly designed to allow semantic-based processing on a single KG,
GraphBRAIN is open to integration with other resources, especially those avail-
able in Semantic Web repositories. In fact, a mapping between the GraphBRAIN
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formalism and standard Semantic Web is available, allowing interconnection of
ontologies and instances alike, and interoperability of systems. As a first ad-
vantage, this allows to immediately use ontological reasoners on the knowledge
handled by GraphBRAIN. On the other side, a large set of network analysis
and graph mining functions can be applied on the data, inherited by the Neo4j
libraries and tools. Additionally, not being tightly bound to the standard RDF
format, the information in the KG can also be sent to other AI tools, such as
rule-based or constraint-based reasoners (we are currently working on the Mul-
tiStrategy Reasoning engine GEAR [12]).

A GraphBRAIN API is provided, ensuring that all interactions with the DB
happen according to the schema. Given an ontology and a DB, the API provides
both basic and advanced functionality on the KG. Basic functionality includes
standard CRUD (Create, Read, Update. Delete) operations. For queryies, it
wraps the Neo4j language Cypher, checking that the specified information is
compliant to the ontology before running the query. Advanced functionality in-
clude analysis, mining and reasoning functions. E.g.: computing the centrality
of an entity instance in the graph according to different algorithms; extracting a
relevant portion of the graph starting from given nodes, possibly considering the
user profile to obtain a personalized result; finding all possible paths in the graph
between given pairs of nodes; checking consistency of the available knowledge;
deducing or abducing knowledge that is not explicitly present in the graph; etc.

The API can be used by any third-party application. GraphBRAIN natively
provides a Java-based Web Application implemented in JSF technology that
allows ontology browsing and development, form-based CRUD operations on
the single nodes (entity instances) or arcs (relationship instances), management
of attachments and of collaborative interactions to populate the knowledge, etc.
A graph-based visualization is also provided, where the user can browse the
knowledge, reshaping and expanding the visible portion of the graph, and can
apply the various advanced tools provided by the API. Through this interface,
ontologies and instances can also be exported or imported to or from other
formalisms, including the Semantic Web standard OWL.

For end-users, a separate interface called SKATEBOARD is also provided as
a Web Application. It is mainly based on knowledge browsing and exploration,
allowing to visualize, expand or compress a portion of the graph, to look into the
single nodes or arcs, and to apply a number of semantic filters that can support
the needs of the different users. Since these functions can be applied also to
standard Semantic Web KGs, this interface is separate from the previous one,
and designed to work also with standard SPARQL endpoints.

4 Cultural Heritage Applications of GraphBRAIN

The GraphBRAIN framework and technology have been used to power sev-
eral projects, many of which in the field of Cultural Heritage. Here we mention
LAM (Libraries/Archives/Museums) [9, 8], Open Science [10], Linguistics [23]
and Retrocomputing [13].
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As to the LAM domain, it was investigated after the consideration that tra-
ditional record-based approaches are obsolete and insufficient to support mod-
ern exploitation of, and research on, library, archive and museum items. We
termed our graph-based approach a ‘holistic’ one, since it aimed at represent-
ing all possible aspects of LAM, not just those related to the formal metadata
traditionally used to describe Cultural Heritage items. While starting from a
core ontology that is fully aligned with the IFLA proposals for library descrip-
tion, FRBR [19] and LRM [26, 28], we expanded it to make it able to capture
the content of cultural objects (text, images, concepts expressed therein), their
physicity (materials, manufacture, shape, structure), their context (the periods,
people, organizations, events, places, etc. to which it has some relationships,
and the relationships among these contextual items, even independently of the
reference cultural object, that are crucial to find unknown and/or unexpected
indirect connections that may suggest, prove or support investigation hypotheses
and directions), and even their lifecycle (involving all the history of the objects,
of its uses and of its users).

The Open Science domain was an almost straightforward extension of the
LAM one. In fact, Digital Libraries are the obvious candidate infrastructure
to support it, given that scientific publications are the core of open science.
Still, it had to be expanded to describe the context and environment in which
scientific development takes place. This involves processes and projects, datasets
and corpora, scientific groups and communities, hardware and tools, software and
storage facilities, etc.

Connected to the LAM domain are also the investigations carried out on
linguistics, due to their being based on the sources available in library and archive
documents, or on museum items such as epigraphs. Here, the integration of
semantic information into language resources was key to open up new avenues
of enquiry into the mechanisms of language change. Experiments were run in
integrating data from Latin textual corpora and language resources, and showed
the potential of the GraphBRAIN framework for research into the mechanisms
of semantic change in Latin.

While being one of the oldest applications of GraphBRAIN, the Retrocom-
puting domain (concerning the history of computing) took great advantage from
the subsequent development of the LAM and Open Science perspectives. In
fact, the history of computing heavily relies on the LAM perspective because
it encompasses books and manuals for the machines and software (concerning
libraries), archival documents concerning the persons, organizations and events
that took place (concerning archives), and the hardware components (concern-
ing museums). On the other hand, it also relies on the Open Science perspective
because the scientific research in Computer Science is primarily concerned with
scientific papers, experiments, datasets, tools and, as a consequence, with the
hardware and software used in the research and experiments.

Even on its own, the Retrocomputing domain is representative of an ex-
tremely complex domain to represent. It involves, and inextricably intercon-
nects, documentation, hardware, software and even immaterial heritage (e.g.,
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the anecdotes that can still be known from the pioneers and central players in
the history of computing, that are in many cases still alive and willing to tell
behind-the-scenes information that is lost for most of the other, much older dis-
ciplines). Hardware and software cannot be understood without their associated
documentation; the software is nothing without the hardware to run it; the hard-
ware is dead without software to run; the archival documents and immaterial
knowledge are often key to properly understanding all the other items. Also, the
traditional fields defined for other types of CH (even those for scientific instru-
ments and electronic equipments) do not fit at all the needs for the description
of computing hardware, where nearly each single unit is unique, for several rea-
sons: several versions of the apparently same model may exist, units are highly
configurable and expandable, many components are interchangeable while ap-
parently not changing the perceived behavior, several tweaks or modifications
can be needed to restore and fix some units, especially old ones for which the
original parts are not available anymore.

We include in this list also the Food and Tourism domains. While not CH
domains by themselves (albeit, if considering traditional dishes and recipes, or
landscapes and folklore, they may well be considered immaterial CH), together
with the CH proper sections of the KG, they contribute to make up an ecosystem
aimed at enhancement and exploitation of the CH items by final users. This again
falls in our holistic perspective, and provides a clear example of how it can open
up new possibilities with respect to traditional approaches to CH.

While these ontologies can be connected to each other via a few common enti-
ties, that act as bridges between the different domains and allow reuse of knowl-
edge across them, the most relevant opportunity for their interconnection comes
from a general top-level ontology, defined in GraphBRAIN independently of the
various specific domains, and including ubiquitous and highly reusable concepts
that can be reused (and specialized, if needed) by the domain-specific ontologies:
Person, Organization, Event, Place, Collection, IntellectualWork, Item are just
a few prominent examples.

Table 1 reports figures on the current content of the KG that can be freely
consulted from the GraphBRAIN’s demo prototype available (upon registration)
at http://digitalmind.di.uniba.it:8088/GraphBRAIN/. Note that the over-
all number of items is much larger than the number of items labeled with a
domain. This is important, because unlabeled items are not part of any specific
domain, but allow to indirectly link and inter-relate items otherwise disconnected
across domains or even within single domains. Not all domains have figures in
Table 1, because some of them are still under investigations and their data were
not yet uploaded in the prototype. The most populated domain is Retrocom-
puting, which could be expected since it is the oldest one. The less populated
are Food and Tourism, which were most recently introduced. The number of
entity attribute values is much larger than that of relationship attribute values,
which again could be expected, since relationships are meaningful by themselves,
while entity instances can be identified and distinguished only based on their at-
tributes. On the other hand, the number of relationship instances is typically
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Domain entity inst. entity attr. relationship inst. relationship attr.

Overall (unlabeled) 337287 2089580 496839 41594
Overall (labeled) 2038 8069 2512 1958
General 102 573 222 132
LAM 63 294 93 69
OpenScience — — — —
Linguistics — — — —
Retrocomputing 1688 6801 2142 1757
Food 169 338 47 0
Tourism 14 56 8 0
Table 1. Statistics on the content of the current GraphBRAIN prototype’s KG

larger than that of entity instances, because many different relationships can be
established among the same set of objects19.

5 Conclusions & Future Work

Since the traditional record-based approach to the description of Cultural Her-
itage is nowadays unable to properly handle complex descriptions, or to sup-
port advanced functions provided by Artificial Intelligence techniques for help-
ing practitioners, scholars, researchers and end-users in carrying out their tasks,
this paper focused on a graph-based, semantic approach, such as that provided
by Semantic Web solutions. Also, a ‘holistic’ description approach is needed,
that includes and interconnects all branches and types of Cultural Heritage,
and that is not limited to describing just the formal metadata of cultural ob-
jects, but can deal with their content, physicality, context and lifecycle, as well.
The GraphBRAIN framework and technology for Knowledge Graph manage-
ment enforces all these ideas and enjoys improved efficiency, expressiveness, and
flexibility thanks to the the use of the LPG model for knowledge representa-
tion. This paper described GraphBRAIN and its application to several Cultural
Heritage-related fields, including digital libraries, archives and museums, history
of computing, and tourism as a way to boost fruition of these items.

Future work is ongoing in several directions, to extend and refine the Graph-
BRAIN framework, its API and interfaces, and its Cultural Heritage-related
KG. In particular, within the effort for Spoke 3 “Digital Libraries, Archives and
Philology” of project CHANGES “Cultural Heritage Active innovation for Next-
GEn Sustainable society”, winner of the NRRP program of the Italian Ministry
of University and Research, funded by the NextGenerationEU, GraphBRAIN
plays a key role in the development and exploitation of a ‘holistic’ ontology that,

19 For each type of relationship, given n objects the number of possible relationship
instances is 2n if only one such instance can be set between a given pair of objects.
Since in LPGs many instances of the same relationship may be set between the same
pair of objects (distinguished by unique ids associated to each instance), in our case
this number is theoretically unbound.
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starting from the aforementioned descriptions for digital libraries and archives,
expands them to support the fields of history and archaeology of books, intellec-
tual property law enforcement, and economic exploitation of library and archive
materials.
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