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Abstract. Safe and optimal controller synthesis for switched-controlled
hybrid systems, which combine differential equations and discrete changes
of the system’s state, is known to be intricately hard. Reinforcement
learning has been leveraged to construct near-optimal controllers, but
their behavior is not guaranteed to be safe, even when it is encouraged
by reward engineering. One way of imposing safety to a learned con-
troller is to use a shield, which is correct by design. However, obtaining
a shield for non-linear and hybrid environments is itself intractable. In
this paper, we propose the construction of a shield using the so-called
barbaric method, where an approximate finite representation of an un-
derlying partition-based two-player safety game is extracted via system-
atically picked samples of the true transition function. While hard safety
guarantees are out of reach, we experimentally demonstrate strong sta-
tistical safety guarantees with a prototype implementation and Uppaal
Stratego. Furthermore, we study the impact of the synthesized shield
when applied as either a pre-shield (applied before learning a controller)
or a post-shield (only applied after learning a controller). We experimen-
tally demonstrate superiority of the pre-shielding approach. We apply
our technique on a range of case studies, including two industrial exam-
ples, and further study post-optimization of the post-shielding approach.

1 Introduction

Digital controllers are key components of cyber-physical systems. Unfortunately,
the algorithmic construction of controllers is intricate for any but the simplest
systems [37,21]. This motivates the usage of reinforcement learning (RL), which
is a powerful machine-learning method applicable to systems with complex and
stochastic dynamics [12].

However, while controllers obtained from RL provide near-optimal average-
case performance, they do not provide guarantees about worst-case performance,
which limits their application in many relevant but safety-critical domains, rang-
ing from power converters to traffic control [45,41]. A typical way to tackle this
challenge is to integrate safety into the optimization objective via reward shaping
during the learning phase, which punishes unsafe behavior [23]. This will make
the controller more robust to a certain degree, but safety violations will still be
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Fig. 1: Pre- and post-shielding in a reinforcement-learning setting.

possible, and the integration of safety into the optimization objective can reduce
the performance, thus yielding a controller that is neither safe nor optimal.

A principled approach to obtain worst-case guarantees is to use a shield that
restricts the available actions [9]. This makes it possible to construct correct-
by-design and yet near-optimal controllers. Fig. 1 depicts two ways of shielding
RL agents: pre- and post-shielding. Pre-shielding is already applied during the
learning phase, and the learning agent receives only safe actions to choose from.
Post-shielding is only applied during deployment, where the trained agent is
monitored and, if necessary, corrected. Such interventions to ensure safety inter-
fere with the learned policy of the agent, potentially causing a loss in optimality.

In a nutshell, the algorithm to obtain a shield works as follows. First we
compute a finite partitioning of the state space and approximate the transitions
between the partitions. This results in a two-player safety game, and upon solving
it, we obtain a strategy that represents the most permissive shield.

Cyber-physical systems exhibit behavior that is both continuous (the envi-
ronment) and discrete (the control, and possibly the environment too). We are
particularly interested in a class of systems we refer to as hybrid Markov deci-
sion processes (HMDPs). In short, these are control systems where the controller
can choose an action in a periodic manner, to which the environment chooses a
stochastic continuous trajectory modeled by a stochastic hybrid automaton [17].
While HMDPs represent many real-world systems, they are a rich extension of
hybrid automata, and thus their algorithmic analysis is intractable even under
serious restrictions [26]. These complexity barriers unfortunately also carry over
to the above problem of constructing a shield.

In this paper, we propose a new practical technique to automatically and
robustly synthesize a shield for HMDPs. The intractability in the shield-synthesis
algorithm is due to the rigorous computation of the transition relation in the
abstract transition system, since that computation reduces to the (undecidable)
reachability problem. Our key to get around this limitation is to approximate
the transition relation through systematic sampling, in a way that is akin to the
barbaric method (a term credited to Oded Maler [30,19]).

We combine our technique with the tool Uppaal Stratego to learn a
shielded near-optimal controller, which we evaluate in a series of experiments
on several models, including two real-world cases. In our experiments we also
find that pre-shielding outperforms post-shielding. While the shield obtained
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through our technique is not guaranteed to be safe in general due to the approx-
imation, we demonstrate that the controllers we obtain are statistically safe, and
that a moderate number of samples is sufficient in practice.

Related work. Enforcing safety during RL by limiting the choices available
to the agent is a known concept, which is for instance applied in the tool Up-
paal Stratego [18]. The term “shielding” was coined by Bloem et al. [9], who
introduced special conditions on the enforcer like shields with minimal interfer-
ence and k-stabilizing shields and later demonstrated shielding for RL agents [3],
where they correct potentially unsafe actions chosen by the RL agent. Jansen
et al. [29] introduced shielding in the context of RL for probabilistic systems.
A concept similar to shielding has also been proposed for safe model predictive
control [6,47]. Carr et al. [13] show how to shield partially observable environ-
ments. In a related spirit, Maderbacher et al. start from a safe policy and switch
to a learned policy if safe at run time [39].

(Pre-)Shielding requires a model of the environment in order to provide
safety guarantees during learning. Orthogonal to shielding, several model-free
approaches explore an RL environment in a safer way, but without any guar-
antees. Several works are based on barrier certificates and adversarial exam-
ples [14,38] or Lyapunov functions [25]. Similarly, Berkenkamp et al. describe a
method to provide a safe policy with high probability [7]. Chow et al. consider
a relaxed version of safety based on expected cumulative cost [15]. In contrast
to these model-free approaches, we assume a model of the environment, which
allows us to safely synthesize a shield just from simulations before the learning
phase. We believe that the assumption of a model, typically derived from first
principles, is realistic, given that our formalism allows for probabilistic modeling
of uncertainties. To the best of our knowledge, none of the above works can be
used in practice for safe RL in the complex class of HMDPs.

Larsen et al. [35] used a set-based Euler method to overapproximate reacha-
bility for continuous systems. This method was used to obtain a safety strategy
and a safe near-optimal controller. Contrary to that work, we apply both pre-
and post-shielding, and our method is applicable to more general hybrid systems.
We employ state-space partitioning, which is common for control synthesis [40]
and reachability analysis [32] and is also used in recent work on learning a safe
controller for discrete stochastic systems in a teacher-learner framework [46].
Contemporary work by Badings et al. [5] also uses a finite state-space abstrac-
tion along with sample-based reachability estimation, to compute a reach-avoid
controller. The method assumes linear dynamical systems with stochastic dis-
turbances, to obtain upper and lower bounds on transition probabilities. In con-
trast, our method supports a very general hybrid simulation model, and provides
a safety shield, which allows for further optimization of secondary objectives.

A special case of the HMDPs we consider is the class of stochastic hybrid
systems (SHSs). Existing reachability approaches are based on state-space parti-
tioning [2,42], which we also employ in this work, or have a statistical angle [11].
We are not aware of any works that extended SHSs to HMDPs.
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Outline. The remainder of the paper is structured as follows. In Section 2 we
present the formalism we use. In Section 3 we present our synthesis method to
obtain a safety strategy and explain how this strategy can be integrated into a
shield. We demonstrate the performance of our pre- and post-shields in several
cases in Section 4. Finally we conclude the paper in Section 5.

2 Euclidian and Hybrid Markov Decision Processes

In this section we introduce the system class we study in this paper: hybrid
Markov decision processes (HMDPs). They combine Euclidean Markov decision
processes and stochastic hybrid automata, which we introduce next. HMDPs
model complex systems with continuous, discrete and stochastic dynamics.

Euclidean Markov Decision Processes A Euclidean Markov decision pro-
cess (EMDP) [28,27] is a continuous-space extension of a Markov decision process
(MDP). We recall its definition below.

Definition 1 (Euclidean Markov decision process). A Euclidean Markov
decision process of dimension k is a tuple M = (S, s0,Act,T ,C,G) where

– S ⊆ Rk is a bounded and closed part of k-dimensional Euclidean space,
– s0 ∈ S is the initial state,
– Act is the finite set of actions,
– T : S ×Act → (S → R≥0) maps each state-action pair (s, a) to a probability

density function over S, i.e., we have
∫
s′∈S T (s, a)(s′)ds′ = 1,

– C : S ×Act× S → R is the cost function, and
– G ⊆ S is the set of goal states.

Fig. 2: A random walk with
action sequence slow, slow,
slow, slow, fast, slow, fast.

Example 1 (Random walk). Fig. 2 illustrates an
EMDP of a (semi-)random walk on the state
space S = [0,xmax]× [0, tmax] (one-dimensional
space plus time). The goal is to cross the x = 1
finishing line before t = 1. Two movement ac-
tions are available: fast and expensive (blue),
or slow and cheap (brown). Both actions have
uncertainty about the distance traveled and
time taken. Given a state (x, t) and an action
a ∈ {slow , fast}, the next-state density func-
tion T ((x, t), a) is a uniform distribution over the
successor-state set (x+dx(a)±ϵ)×(t+dt(a)±ϵ),
where dx(a) and dt(a) respectively represent the
direction of movement in space and time given
action a, while ϵ models the uncertainty. ◁

A run π of an EMDP is an alternating sequence s0a0s1a1 . . . of states and
actions such that T (si, ai)(si+1) > 0 for all i ≥ 0. A (memoryless) strategy for
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(a) SHA for the bouncing ball. (b) State density after one bounce.

Fig. 3: An SHA for the bouncing ball and a visualization after one bounce.

an EMDP is a function σ : S → (Act → [0, 1]), mapping a state to a probability
distribution over Act. Given a strategy σ, the expected cost of reaching a goal
state is defined as the solution to a Volterra integral equation as follows:

Definition 2 (Expected cost of a strategy). Let M = (S, s0,Act,T ,C,G)
be an EMDP and σ be a strategy. If a state s can reach the goal set G, the
expected cost is the solution to the following recursive equation:

EM
σ (s) =


0 if s ∈ G∑
a∈Act

σ(s)(a) ·
∫
s′∈S

T (s, a)(s′) ·
(
C(s, a, s′) + EM

σ (s′)
)
ds′ if s /∈ G

A strategy σ∗ is optimal if it minimizes EM
σ (s0). We note that there exists

an optimal strategy which is deterministic.

Stochastic Hybrid Systems In an EMDP, the environment responds instan-
taneously to an action proposed by the agent according to the next-state density
function T . In a more refined view, the agent proposes actions with some period
P , and the response of the environment is a stochastic, time-bounded trajectory
(bounded by the period P ) over the state space. For this response, we use a
stochastic hybrid system (SHS) [17,34], which allows the environment to inter-
leave continuous evolution and discrete jumps.

Definition 3 (Stochastic hybrid system). A stochastic hybrid system of
dimension k is a tuple H = (S,F ,µ, η) where

– S ⊆ Rk is a bounded and closed part of k-dimensional Euclidean space,
– F : R≥0×S → S is a flow function describing the evolution of the continuous

state with respect to time, typically represented by differential equations,
– µ : S → (R≥0 → R≥0) maps each state s to a delay density function µ(s)

determining the time point for the next discrete jump, and
– η : S → (S → R≥0) maps each state s to a density function η(s) determining

the next state.
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Example 2 (Bouncing ball). To represent an SHS, we use a stochastic hybrid
automaton (SHA) [17], which we only introduce informally here. Fig. 3(a) shows
an SHA of a bouncing ball, which we use as a running example. Here the state of
the ball is given by a pair (p, v) of continuous variables, where p ∈ R≥0 represents
the current height (position) and v ∈ R represents the current velocity of the
ball. Initially (not visible in the figure) the value of v is zero while p is picked
randomly in [7.0, 10.0]. The behavior of the ball is defined by two differential
equations: v′ = −9.81m/s2 describing the velocity of a falling object and p′ = v
stating that the rate of change of the height is the current velocity. The invariant
p ≥ 0 expresses that the height is always nonnegative. The single transition of
the automaton triggers when p ≤ 0, i.e., when the ball hits the ground. In this
case the velocity reverts direction and is subject to a random dampening effect
(here “random(0.12)” draws a random number from [0, 0.12] uniformly). The
state density after one bounce is illustrated in Fig. 3(b). The SHA induces the
following SHS, where δ denotes the Dirac delta distribution:

– S = [0, 10]× [−14, 14],
– F ((p, v), t) = ((−9.81/2)t2 + vt+ p,−9.81t+ v)

– µ((p, v)) = δ
(
(v +

√
v2 + 2 · 9.81 · p)/9.81

)
– η((p, v)) = (p, v · U[−0.97,−0.85]), with uniform distribution U[l,u] over [l,u]. ◁

A timed run ρ of an SHS H with n jumps from an initial state density ι
is a sequence ρ = s0s

′
0t0s1s

′
1t1s2s

′
2 . . . tn−1sns

′
n respecting the constraints of H,

where each ti ∈ R≥0. The total duration of ρ is
∑n−1

i=0 ti, and the density of ρ is

ι(s0) ·
∏n−1

i=0 µ(s′i)(ti) · η(si+1)(s
′
i+1).

Given an initial state density ι and a time bound T , we denote by ∆T
H,ι

the density function on S determining the state after a total delay of T , when
starting in a state given by ι. The following recursive equation defines ∆T

H,ι:
1

∆T
H,ι(s

′) =

ι(s′) if T = 0∫
s

ι(s) ·
∫
t≤T

µ(s)(t) ·∆T−t
H,η(F (t,s))(s

′) dt ds if T > 0

For T = 0, the density of reaching s′ is given by the initial state density
function ι. For T > 0, reaching s′ at T first requires to start from an initial state
s (chosen according to ι), followed by some delay t (chosen according to µ(s)),
leaving the system in the state F (t, s). From this state it remains to reach s′

within time (T − t) using η(F (t, s)) as initial state density.

Hybrid Markov Decision Processes A hybrid Markov decision process
(HMDP) is essentially an EMDP where the actions of the agent are selected
according to some time period P ∈ R≥0, and where the next-state probability
density function T is obtained from an SHS.

1 For SHS with an upper bound on the number of discrete jumps up to a given time
bound T , the equation is well-defined.
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(a) Strategy. (b) Example run for 10 seconds.

Fig. 4: Near-optimal strategy learned by Uppaal Stratego.

Definition 4 (Hybrid Markov decision process). A hybrid Markov deci-
sion process is a tuple HM = (S, s0,Act,P ,N ,H,C,G) where S, s0,Act,C,G
are defined the same way as for an EMDP, and

– P ∈ R≥0 is the period of the agent,
– N : S × Act → (S → R≥0) maps each state s and action a to a probability

density function determining the immediate next state under a, and
– H = (S,F ,µ, η) is a stochastic hybrid system describing the responses of the

environment.

An HMDP HM = (S, s0,Act,P ,N ,H,C,G) induces the EMDP MHM =
(S, s0,Act,T ,C,G), where T is given by T (s, a) = ∆P

H,N(s,a). That is, the next-
state probability density function of MHM is given by the state density after a
delay of P (the period) according to H with initial state density N .

Example 3 (Hitting the bouncing ball). Fig. 5 shows an HMDP extending the
SHS of the bouncing ball from Fig. 3(a). Now a player has to keep the ball
bouncing indefinitely by periodically choosing between the actions hit and nohit,

Fig. 5: An HMDP for hitting a bouncing ball.

(three solid transitions). The
period P = 0.1 is modeled
by a clock x with suitable in-
variant, guards and updates.
The top transition triggered
by the nohit action has no
effect on the state (but will
have no cost). The hit action
affects the state only if the
height of the ball is at least
4m (p ≥ 4). The left transi-
tion applies if the ball is falling with a speed not greater than −4m/s (v ≥ −4)
and accelerates to a velocity of −4m/s. The right transition applies if the ball is
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rising, and sets the velocity to a random value in [−v−4,−0.9v−4]. The bottom
dashed transition represents the bounce of the ball as in Fig. 3(a), which is part
of the environment and outside the control of the agent.

A time-extended state (p, v, t) is in the goal set G if either t ≥ 120 or (p ≤
0.01∧|v| ≤ 1) (the ball is deemed dead). The cost (C) is 1 for the hit action and
0 for the nohit action, with an additional penalty of 1,000 for transitions leading
to a dead state. Fig. 4 illustrates the near-optimal strategy σ∗ obtained by the
RL method implemented in Uppaal Stratego and the prefix of a random run.
The expected number of hit actions of σ∗ within 120s is approximately 48. ◁

3 Safety, Partitioning, Synthesis and Shielding

Safety In this section we are concerned with a strategy obtained for a given
EMDP being safe. For example, a safety strategy for hitting the bouncing ball
must ensure that the ball never reaches a dead state (p ≤ 0.01∧|v| ≤ 1). In fact,
although safety was encouraged by cost-tweaking, the strategy σ∗ in Fig. 4 is not
safe. In the following we use symbolic techniques to synthesize safety strategies.

Let M = (S, s0,Act,T ,C,G) be an EMDP. A safety property φ is a set of
states φ ⊆ S. A run π = s0a0s1a1s2 . . . is safe with respect to φ if si ∈ φ for all
i ≥ 0. Given a nondeterministic strategy σ : S → 2Act, a run π = s0a0s1a1s2 . . .
of M is an outcome of σ if ai ∈ σ(si) for all i. We say that σ is a safety strategy
with respect to φ if all runs that are outcomes of σ are safe.

Partitioning and Strategies Given the infinite-state nature of the EMDP M,
we will resort to finite partitioning (similar to [46]) of the state space in order to
algorithmically synthesize nondeterministic safety strategies. Given a predefined
granularity γ, we partition the state space into disjoint regions of equal size (we
do this for simplicity; our method is independent of the particular choice of the
partitioning). The partitioning along each dimension of S is a half-open interval
belonging to the set Iγ = {[kγ, kγ + γ[ | k ∈ Z}. For a bounded k-dimensional
state space S, A = {µ ∈ Ik

γ | µ ∩ S ≠ ∅} provides a finite partitioning of S with
granularity γ. For each s ∈ S we denote by [s]A the unique region containing s.

Given an EMDP M, a partitioning A induces a finite labeled transition
system T A

M = (A,Act,→), where

µ
a−→ µ′ ⇐⇒ ∃s ∈ µ. ∃s′ ∈ µ′. T (s, a)(s′) > 0.

Fig. 6 shows a partitioning for the running example and displays some wit-
nesses for transitions in the induced transition system.

Next, we view T A
M as a 2-player game. For a region µ ∈ A, Player 1 challenges

with an action a ∈ Act. Player 2 responds with a region µ′ ∈ A such that µ
a−→ µ′.

Definition 5 (Safe regions). Let φ ⊆ S be a safety property and A a parti-
tioning. We denote by φA the set {µ ∈ A | µ ⊆ φ}. The set of safe regions with
respect to φ is the maximal set of regions Sφ such that

Sφ = φA ∩ {µ | ∃a. ∀µ′. µ
a−→ µ′ =⇒ µ′ ∈ Sφ}. (1)
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(a) Scenario where the ball is rising and
high enough to be hit.

(b) Scenario where the ball is too low to
be hit, but bounces off the ground.

Fig. 6: State-space partitioning for Example 3. Starting in the blue region and
depending on the action, the system can end up in the green regions within one
time period, witnessed by simulations from 16 initial states.

Given the finiteness of A and monotonicity of (1), Sφ may be obtained in a
finite number of interations using Tarski’s fixed-point theorem [44].

A (nondeterministic) strategy for T A
M is a function ν : A → 2Act. The most

permissive safety strategy νφ obtained from Sφ [8] is given by

νφ(µ) = {a | ∀µ′. µ
a−→ µ′ =⇒ µ′ ∈ Sφ}.

The following theorem states that we can obtain a safety strategy for the
original EMDP M from a safety strategy ν for T A

M.

Theorem 1. Given an EMDP M, safety property φ ⊆ S and partitioning A,
if ν is a safety strategy for T A

M, then σ(s) = ν([s]A) is a safety strategy for M.

Approximating the 2-player Game Let M be an EMDP and φ be a safety
property. To algorithmically compute the set of safe regions Sφ for a given par-
titioning A, and subsequently the most permissive safety strategy νφ, the tran-

sition relation
a−→ needs to be a decidable predicate. If M is derived from an

HMDP HM = (S, s0,Act,P ,N ,H,C,G), this requires decidability of the predi-
cate ∆P

H,N(s,a)(s
′) > 0. Consider the bouncing ball from Example 3. The regions

are of the form µ = {(p, v) | lp ≤ p < up ∧ lv ≤ v < uv}. For given regions µ,µ′,

the predicate µ
nohit−−−→ µ′ is equivalent to the following first-order predicate over

the reals (note that F ((p, v), t) is a pair of polynomials in p, v and t):2

∃(p, v) ∈ µ. F ((p, v),P ) ∈ µ′ ∨ ∃β ∈ [0.85, 0.97]. ∃t′ ≤ P . ∃v′.
F ((p, v), t′) = (0, v′) ∧ F ((0,−β · v′),P − t′) ∈ µ′

For this simple example, the validity of the formula can be decided [43], which
may however require doubly exponential time [16], and worse, when considering

2 We assume that at most one bounce can take place within the period P .
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nonlinear dynamics with, e.g., trigonometric functions, the problem becomes
undecidable [33]. One can obtain a conservative answer via over-approximate
reachability analysis [20]; in Section 4 we compare to such an approach and
demonstrate that, while effective, that approach also does not scale. This moti-
vates to use an efficient and robust alternative. We propose to approximate the
transition relation using equally spaced samples, which are simulated according
to the SHS H underlying the given HMDP HM.

Algorithm 1 Approximation of
a−→

Input: µ ∈ A, a ∈ Act
Output: µ

a−→app µ′ iff µ′ ∈ R
1: R = ∅
2: for all si ∈ app[µ] do
3: select s′i ∼ N(si, a)
4: simulate H from s′i for P time units
5: let s′′i be the resulting state
6: add [s′′i ]A to R
7: end for

Algorithm 1 describes how to com-
pute an approximation µ

a−→app µ′ of

µ
a−→ µ′. The algorithm draws from a

finite set of n evenly distributed sup-
porting points per dimension app[µ] =
{s1, . . . , snk} ⊆ µ and simulates H
for P time units. A region µ′ is de-
clared reachable from µ under action
a if it is reached in at least one simu-
lation. When stochasticity is involved
in a simulation, additional care must
be taken. The random variables can be considered an additional dimension to
be sampled from; alternatively, a worst-case value can be used if available, such
as the bouncing ball with the highest velocity damping. Fig. 6 illustrates 16
(n = 4) possible starting points for the bouncing ball together with most pes-
simistic outcomes, depending on the action taken.

The result
a−→app is an underapproximation of the transition relation

a−→ , with

a corresponding transition system T̂ A
M = (A,Act,−→app). Thus if we compute a

safety strategy ν from
a−→app, then the strategy σ(s) = ν([s]A) from Theorem 1

is not necessarily safe. However, in Section 4 we will see that this strategy is
statistically safe in practice. We attribute this to two reasons. 1) The under-

approximation of
a−→app can be made accurate. 2) Since

a−→ is defined over an
abstraction, it is often robust against small approximation errors.

Shielding As argued above, we can obtain the most permissive safety strategy
νφ from

a−→app over A and then use σφ(s) = νφ([s]A) as an approximation of
the most permissive safety strategy over the original HMDP. We can employ
σφ to build a shield. As discussed in the introduction, we focus on two ways of
shielding: pre-shielding and post-shielding (recall Fig. 1). In pre-shielding, the
shield is already active during the learning phase of the agent, which hence only
trains on sets of safe actions. In post-shielding, the shield is only applied after
the learning phase, and unsafe actions chosen by the agent are corrected (which
is possibly detrimental to the performance of the agent).

Fig. 7 shows examples of such strategies for the random walk (Example 1)
and the bouncing ball. As can be seen, most regions of the state space are either
unsafe (black) or both actions are safe (white). Only in a small area (purple) will
the strategy enforce walking fast or hitting the ball, respectively. In the white
area, the agent can learn the action that leads to the highest performance.
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Fig. 7: Synthesized strategies for random walk (left) and bouncing ball (right).

Fig. 8: Complete method for pre-shielding and statistical model checking (SMC).

We use Uppaal Stratego [18] to train a shielded agent based on σφ. The
complete workflow of pre-shielding and learning is depicted in Fig. 8. Starting
from the EMDP, we partition the state space, obtain the transition system using
Algorithm 1 and solve the game according to a safety property φ, as described
above. The produced strategy is then conjoined with the original EMDP to
form the shielded EMDP, and reinforcement learning is used to produce a near-
optimal deterministic strategy σ∗. This strategy can then be used in the real
world, or get evaluated via statistical model checking. The only difference in the
workflow in post-shielding is that the strategy σφ is not applied to the EMDP,
but on top of the deterministic strategy σ∗.

4 Experiments

In this section we study our proposed approach with regard to different aspects
of our shields. In addition to the random walk (Example 1) and bouncing ball
(Example 3), we consider three benchmark cases:

– Cruise control [36,35,4]: A car is controlled to follow another car as closely
as possible without crashing. Either car can accelerate, keep its speed, or
decelerate freely, which makes finding a strategy challenging. This model
was subject to several previous studies where a safety strategy was carefully
designed, while our method can be directly applied without human effort.
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(a) Cruise control (n = 4, γ = 0.5) when
the car’s velocity is 0m/s

(b) DC-DC boost converter (n = 4, γ =
0.01) when the output resistance is 30Ω.

(c) Oil pump (n = 4, γ = 0.1) when the
pump is on. The periodic piecewise con-
sumption pattern has been overlaid. Turn-
ing off the pump requires it to stay off
for two seconds, which could cause an un-
derflow in the yellow area. Conversely, the
purple area shows the states where the
pump must be turned off to avoid over-
flow. Since the pump is on in this projec-
tion, this can wait until the last moment.

Fig. 9: Projected views of synthesized most permissive safety strategies.

– DC-DC converter [31]: This industrial DC-DC boost converter transforms
input voltage of 10V to output voltage of 15V. The controller switches be-
tween storing energy in an inductor and releasing it. The output must stay
in ±0.5V around 15V, and the amount of switching should be minimized.

– Oil pump [49]: In this industrial case, flow of oil into an accumulator is
controlled to satisfy minimum and maximum volume constraints, given a
consumption pattern that is piecewise-constant and repeats every 20 seconds.
Since the exact consumption is unknown, a random perturbation is added
to the reference value. To reduce wear, the volume should be kept low.

Fig. 9 shows the synthesized most permissive safety strategies. For instance,
in Fig. 9(a) we see the strategy for the cruise-control example when the controlled
car is standing still. If the car in front is either close or reverses at high speed,
the controlled car must also reverse (purple area). The yellow area shows states
where it is safe to stand still but accelerating may lead to a collision.

We conduct four series of experiments to study different aspects of our ap-
proach. (1) The quality of our approximation of the transition relation

a−→app,
(2) the computational performance of our approximation in comparison with a
fully symbolic approach, (3) the performance in terms of reward and safety of
the pre- and post-shields synthesized with our method, and (4) the potential of
post-optimization for post-shielding.
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Fig. 10: Accuracy of the approximation
a−→app under different granularity γ and

number of supporting points n per dimension.

All experiments are conducted on an AMD Ryzen 7 5700x with 33 GiB RAM.
Our implementation is written in Julia, and we use Uppaal Stratego [18] for
learning and statistical model checking. The experiments are available online [1].

Quality of the Approximated Transition System In the first experiment
we statistically assess the approximation quality of

a−→app wrt. the underlying infi-
nite transition system. For varying granularity γ of A and numbers of supporting
points n per dimension (see Section 3) we first compute

a−→app with Algorithm 1.
Then we uniformly sample 108 states s and compute their successor states s′

under a random action a. Finally we count how often [s]A
a−→app [s′]A holds.

Here we consider the bouncing-ball model, where we limit the domain to
p ∈ [0, 15], v ∈ [−15, 15]. The results are shown in Fig. 10. An increase in the
number of supporting points n correlates with increased accuracy. For γ ≤ 1,
using n = 3 supporting points already yields accuracy above 99%. Finer partition
granularity γ increases accuracy, but less so compared to increasing n.

Comparison with Fully Symbolic Approach As described in Section 3, as
an alternative to Algorithm 1 one can use a reachability algorithm to obtain an
overapproximation of the transition relation

a−→. Here we analyze the performance
of such an approach based on the reachability tool JuliaReach [10]. Given a set
of initial states of a hybrid automaton where we have substituted probabilities
by nondeterminism, JuliaReach can compute an overapproximation of the
successor states. In JuliaReach, we select the reachability algorithm from [24].
This algorithm uses time discretization, which requires a small time step to
give precise answers. This makes the approach expensive. For instance, for the
bouncing-ball system, the time period is P = 0.1 time units, and a time step of
0.001 time units is required, which corresponds to 100 iterations.

The shield obtained with JuliaReach is safe by construction. To assess the
safety of the shield obtained with Algorithm 1, we choose an agent that selects
an action at random and let it act under the post-shield for 106 episodes. (We
use a random agent because a learned agent may have learned to act safely most
of the time and thus not challenge the shield as much.) If no safety violation was
detected, we compute 99% confidence intervals for the statistical safety.
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Table 1: Synthesis results for the bouncing ball under varying granularity (γ)
and supporting points (n) using Algorithm 1 (top) and two choices of the time-
step parameter using JuliaReach (bottom). The safety probability is computed
for a 99% confidence interval. γ = 0.02 corresponds to 9.0 · 105 partitions, and
γ = 0.01 quadruples the number of partitions to 3.6 · 106.

γ
a−→app method Parameters Time Probability safe

0.02

Algorithm 1

n = 2 1m50s unsafe run found
0.02 n = 4 2m14s [99.9999%, 100%]
0.02 n = 8 4m02s [99.9999%, 100%]
0.02 n = 16 11m03s [99.9999%, 100%]

0.01

Algorithm 1

n = 2 16m49s [99.9999%, 100%]
0.01 n = 4 19m00s [99.9999%, 100%]
0.01 n = 8 27m21s [99.9999%, 100%]
0.01 n = 16 56m32s [99.9999%, 100%]

0.01
JuliaReach

time step 0.002 24h 30m considers s0 unsafe
0.01 time step 0.001 41h 05m safe by construction

We consider again the bouncing-ball model. JuliaReach requires a low par-
tition granularity γ = 0.01; for γ = 0.02 it cannot prove that a safety strategy
exists, which may be due to conservatism, while our method is able to syn-
thesize a shield that, for n ≥ 4, is statistically safe. Table 1 shows the results
obtained from the two approaches. In addition, the reachability algorithm uses
time discretization, and a small time step is required to find a safety strategy.

Our Method JuliaReach

Fig. 11: Superimposed strategies
of our method and JuliaReach.

We remark that the bouncing-ball model
has linear dynamics, for which reachabil-
ity analysis is relatively efficient compared
to nonlinear dynamics, and thus this model
works in favor of the symbolic method. How-
ever, the hybrid nature of the model and
the large number of queries (one for each
partition-action pair) still make the sym-
bolic approach expensive. Considering the
case γ = 0.01 and n = 4, our method can syn-
thesize a strategy in 19 minutes, while the ap-
proach based on JuliaReach takes 41 hours.

Fig. 11 visualizes the two strategies and
shows how the two approaches largely agree
on the synthesized shield – but also the
slightly more pessimistic nature of the tran-
sition relation computed with JuliaReach.
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(a) Pre-shield. (b) Post-shield.

Fig. 12: Learned shielded strategies for the bouncing ball.

Evaluation of Pre- and Post-shields In
the next series of experiments, we evaluate the full method of obtaining a shielded
agent. The first step is to approximate

a−→app using Algorithm 1 and extract the
most permissive safety strategy σφ to be used as a shield. For the second step we
have two options: pre- or post-shielding. Recall from Fig. 1 that a pre-shield is
applied to the agent during training while a post-shield is applied after training.

In the case of the bouncing ball, the post-shielded agent’s strategy is shown
in Fig. 12(b). It consists of the unshielded strategy from Fig. 4 plus the purple
regions of the safety strategy in Fig. 7(b). Correspondingly, Fig. 12(a) shows the
pre-shielded strategy, which is significantly simpler because it does not explore
unsafe regions of the state space. This also leads to faster convergence.

Table 2 reports the same data as in Table 1 for the other models. Overall,
we see a similar trend in all tables. For a low number of supporting points (say,
n = 3) we can obtain a safety strategy that we find to be statistically safe. In all
cases, no unsafe run was detected in the statistical evaluation. The synthesis time
varies depending on the model and is generally feasible. The longest computation
times are seen for the oil-pump example, which has the most dimensions. Still,
times are well below JuliaReach for the comparatively simple bouncing ball.

Next, we compare our method to other options to make an agent safe(r). As
the baseline, we use the classic RL approach, where safety is encouraged using
reward shaping. We experiment with a deterrence d ∈ {0, 10, 100, 1000} (negative
reward) as a penalty for safety violations for the learning agent. Note that this
penalty is only applied during training, and not included in the total cost when
we evaluate the agent below. As the second option, we use a post-shielded agent,
to which the deterrence also applies. The third option is a pre-shielded agent.
In all cases, training and evaluation is repeated 10 times, and the mean value is
reported. The evaluation is based on 1000 traces for each repetition.
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Table 2: Shield synthesis for different models and granularities γ computed using
Algorithm 1. The safety probability is computed for a 99% confidence interval.

(a) Cruise control. γ = 1 corresponds to
1.9 ·105 partitions, and γ = 0.5 to 1.5 ·106.

γ n Time Probability safe

1 2 1m50s Considers s0 unsafe

0.5 2 13m16s [99.9995%, 100%]
0.5 3 23m03s [99.9995%, 100%]
0.5 4 35m55s [99.9995%, 100%]

(c) Oil pump. γ = 0.2 corresponds to 2.8 ·
105 partitions, and γ = 0.1 to 1.1 · 106.

γ n Time Probability safe

0.2 2 3m07s considers s0 unsafe

0.1 2 32m15s [99.9995%, 100%]
0.1 3 1h 37m [99.9995%, 100%]
0.1 4 5h 23m [99.9995%, 100%]

(b) DC-DC boost converter. γ = 0.05 cor-
responds to 3.1 · 105 partitions, γ = 0.02
to 1.7 · 106 and γ = 0.01 to 7.0 · 106.

γ n Time Probability safe

0.05 2 41s [99.9995%, 100%]
0.05 3 1m50s considers s0 unsafe
0.05 4 3m30s considers s0 unsafe

0.02 2 3m43s [99.9995%, 100%]
0.02 3 8m59s [99.9995%, 100%]
0.02 4 18m11s [99.9995%, 100%]

0.01 2 15m48s [99.9995%, 100%]
0.01 3 38m26s [99.9995%, 100%]
0.01 4 1h 19m [99.9995%, 100%]

(a) Average cost per run.

(b) Safety violations for unshielded agents

(c) Interventions for post-shielded agents.

Fig. 13: Results of shielding the random walk using γ = 0.005.

Figures 13, to 17 report the results for the different models. Each subfig-
ure shows the following content: (a) shows the average cost of the final agent,
(b) shows the amount of safety violations of the unshielded agents and (c) shows
the number of times the post-shielded agents were intervened by the shield.
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(a) Average hit actions per 120s.

(b) Safety violations for unshielded agents.

(c) Interventions for post-shielded agents.

Fig. 14: Results of shielding the bouncing ball using n = 16, γ = 0.01.

(a) Accumulated distance per 120s.

(b) Safety violations for unshielded agents.

(c) Interventions for post-shielded agents.

Fig. 15: Results of shielding the cruise control using n = 4, γ = 0.5.

Overall, we observe similar tendencies. The unshielded agent has lowest av-
erage cost at deployment time under low deterrence, but it also violates safety.
Higher deterrence values improve safety, but do not guarantee it.

The pre-shielded agents outperform the post-shielded agents. This is because
they learn a near-optimal strategy subject to the shield, while the post-shielded
agents may be based on a learned unsafe strategy that contradicts the shield,
and thus the shield interference can be more detrimental.
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(a) Accumulated error plus number of
switches per 120µs.

(b) Safety violations for unshielded agents.

(c) Interventions for post-shielded agents.

Fig. 16: Results of shielding the DC-DC boost converter using n = 4, γ = 0.01.

(a) Accumulated oil volume per 120s.

(b) Safety violations for unshielded agents.

(c) Interventions for post-shielded agents.

Fig. 17: Results of shielding the oil pump using n = 4, γ = 0.1.

Post-Shielding Optimization When a post-shield intervenes, more than one
action may be valid. This leaves room for further optimization, for which we can
use Uppaal Stratego. Compared to a uniform baseline, we assess three ways
to resolve nondeterminism: 1) minimizing interventions, 2) minimizing cost and
3) at the preference of the shielded agent (the so-called Q-value [48]).

Table 3 shows the effect of post-optimization on the cost and the number
of interventions for the cruise-control example. Notably, cost is only marginally
affected, but the number of shield interventions can get significantly higher. The
pre-shielded agent has lower cost than all post-optimized alternatives.
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Table 3: Change of post-optimization relative to the uniform-choice strategy. The
strategy was trained for 12,000 episodes with d = 10 and post-optimized for 4,000
episodes. Performance of the pre-shielded agent is included for comparison, but
interventions are not applicable (because the shield was in place during training).

Configuration Cost Interventions

Baseline with uniform random choice 11371 13.50

Minimizing interventions 11791 (+3.7%) 11.43 (−15.3%)
Minimizing cost 10768 (−5.3%) 17.43 (+29.1%)
Agent preference 11493 (−1.1%) 14.55 (+7.8%)
Pre-shielded agent 6912 (−39.2%) – –

5 Conclusion

We presented a practical approach to synthesize a near-optimal safety strategy
via finite (2-player) abstractions of hybrid Markov decision processes, which are
systems of complex probabilistic and hybrid nature. In particular, we deploy a
simulation-based technique for inferring the 2-player abstraction, from which a
safety shield can then be constructed. We show with high statistical confidence
that the shields avoid unsafe outcomes in the case studies, and are significantly
faster to construct than when deploying symbolic techniques for computing a
correct 2-player abstraction. In particular, our method demonstrates statisti-
cal safety on several case studies, two of which are industrial. Furthermore, we
study the difference between pre- and post-shielding, reward engineering and a
post-shielding optimization. In general, we observe that reward engineering is
insufficient to enforce safety, and secondarily observe that pre-shielding provides
better controller performance compared to post-shielding.

Future work includes applying the method to more complex systems, and us-
ing formal methods to verify the resulting safety strategies, maybe based on [22].
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23. Garćıa, J., Fernández, F.: A comprehensive survey on safe rein-
forcement learning. J. Mach. Learn. Res. 16, 1437–1480 (2015).
https://doi.org/10.5555/2789272.2886795

24. Guernic, C.L., Girard, A.: Reachability analysis of hybrid systems using sup-
port functions. In: CAV. LNCS, vol. 5643, pp. 540–554. Springer (2009).
https://doi.org/10.1007/978-3-642-02658-4 40

25. Hasanbeig, M., Abate, A., Kroening, D.: Cautious reinforcement
learning with logical constraints. In: AAMAS. pp. 483–491 (2020).
https://doi.org/10.5555/3398761.3398821

26. Henzinger, T.A., Kopke, P.W., Puri, A., Varaiya, P.: What’s decidable
about hybrid automata? J. Comput. Syst. Sci. 57(1), 94–124 (1998).
https://doi.org/10.1006/jcss.1998.1581

27. Jaeger, M., Bacci, G., Bacci, G., Larsen, K.G., Jensen, P.G.: Approximating Eu-
clidean by imprecise Markov decision processes. In: ISoLA. LNCS, vol. 12476, pp.
275–289. Springer (2020). https://doi.org/10.1007/978-3-030-61362-4 15

28. Jaeger, M., Jensen, P.G., Larsen, K.G., Legay, A., Sedwards, S., Taankvist, J.H.:
Teaching Stratego to play ball: Optimal synthesis for continuous space MDPs. In:
ATVA. LNCS, vol. 11781, pp. 81–97. Springer (2019). https://doi.org/10.1007/978-
3-030-31784-3 5

29. Jansen, N., Könighofer, B., Junges, S., Serban, A., Bloem, R.: Safe rein-
forcement learning using probabilistic shields. In: CONCUR. LIPIcs, vol. 171,
pp. 3:1–3:16. Schloss Dagstuhl - Leibniz-Zentrum für Informatik (2020).
https://doi.org/10.4230/LIPIcs.CONCUR.2020.3

30. Kapinski, J., Krogh, B.H., Maler, O., Stursberg, O.: On systematic simulation
of open continuous systems. In: HSCC. LNCS, vol. 2623, pp. 283–297. Springer
(2003). https://doi.org/10.1007/3-540-36580-X 22

31. Karamanakos, P., Geyer, T., Manias, S.: Direct voltage control of DC-DC boost
converters using enumeration-based model predictive control. IEEE Transactions
on Power Electronics 29(2), 968–978 (2013)

32. Klischat, M., Althoff, M.: A multi-step approach to accelerate the compu-
tation of reachable sets for road vehicles. In: ITSC. pp. 1–7. IEEE (2020).
https://doi.org/10.1109/ITSC45102.2020.9294328

33. Laczkovich, M.: The removal of π from some undecidable problems involving el-
ementary functions. Proceedings of the American Mathematical Society 131(7),
2235–2240 (2003). https://doi.org/10.1090/S0002-9939-02-06753-9

34. Larsen, K.G.: Statistical model checking, refinement checking, optimization, ... for
stochastic hybrid systems. In: FORMATS. LNCS, vol. 7595, pp. 7–10. Springer
(2012). https://doi.org/10.1007/978-3-642-33365-1 2

https://doi.org/10.1007/978-3-642-14295-6_17
https://doi.org/10.1007/978-3-319-10575-8_30
https://doi.org/10.1109/MEMOCODE51338.2020.9314994
https://doi.org/10.5555/2789272.2886795
https://doi.org/10.1007/978-3-642-02658-4_40
https://doi.org/10.5555/3398761.3398821
https://doi.org/10.1006/jcss.1998.1581
https://doi.org/10.1007/978-3-030-61362-4_15
https://doi.org/10.1007/978-3-030-31784-3_5
https://doi.org/10.1007/978-3-030-31784-3_5
https://doi.org/10.4230/LIPIcs.CONCUR.2020.3
https://doi.org/10.1007/3-540-36580-X_22
https://doi.org/10.1109/ITSC45102.2020.9294328
https://doi.org/10.1090/S0002-9939-02-06753-9
https://doi.org/10.1007/978-3-642-33365-1_2


22 Brorholt, Jensen, Larsen, Lorber and Schilling
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